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Abstract 

Media Accessibility, understood as a branch of Audiovisual Translation studies devoted to the study of 
access services to media, has experienced a growth in research in recent years. Even if some of the 
techniques in this field have produced a great number of works, others are still underresearched. This 
article reports on a pilot study carried out within the NEA Project1. The aim of the study is to compare 
different AST delivery styles in an experiment during which data will be gathered through subjective 
and objective measures. This article reports on the results of a pilot study in which the research 
procedure was set up and tested. Our main findings show that both subjective and objective assessment 
methods are valid to evaluate emotional experience induced by films. 

1 Funded by the Spanish Ministry of Economy, Industry and Competitiveness (FFI2015-64038-P, 
MINECO/FEDER, UE) within the research group Transmedia Catalonia (2014SGR0027) 

 

1 Introduction 
 
Access services have received a lot of attention in 
Audiovisual Translation research recently 
(Maszerowska, Matamala, & Orero, 2014; Matamala & 
Orero, 2016; Romero-Fresco, 2015), developing a new 
branch known as Media Accessibility (see Greco, 
2016). However, there are still some modalities such as 
audio subtitling (AST), which have attracted less 
attention from researchers.   
 
Audio subtitling is understood as a hybrid technique that 
drags characteristics from other AVT strategies such as 
dubbing, voice-over or subtitling (Braun & Orero, 
2010). It is based on the “aurally rendered and recorded 
version of subtitles with a film” (Reviers & Remael, 
2015: 52). Whereas subtitling countries that have found 
in AST a tool to provide access for the visually impaired 
(see Hanzliček, Matoušek, & Tihelka, 2008; Ljunglöf, 
Derbring, & Olsson, 2012; Nielsen & Bothe, 2008; 
Theunisz, 2002), in dubbing countries its use is proves 

helpful in multilingual contents. Multilingualism is 
often maintained in films by using subtitles for 
secondary languages, which have to be adapted for 
people with special needs, such as the visually impaired 
and people with reading problems (Ljunglöf et al., 
2012). 
 
For the purposes of this study we consider two different 
strategies of AST vocal delivery, which have been 
mentioned in previous works (Braun & Orero, 2010; 
ISO & IEC, 2016; Remael, 2014). The AST track can 
be delivered either with a dubbing effect or a voice-over 
effect. In the former the AST is delivered by imitating 
orality and the original can no longer be heard. On the 
other hand, in the latter, the AST shows less prosodic 
features and the original can be heard.  
 
The paper reports on the results of an experiment 
carried out as a pilot study in order to test the 
experimental procedure. Below we present the NEA 
project, previous research in the field of AST, 
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methodology, experimental design and preliminary 
results.  
 
2 NEA PROJECT 
 
NEA is a project that is set to shed light on new 
approaches to accessibility by looking into its various 
aspects. One of them is the study of vocal delivery in 
AST, namely the dubbing and the voice-over effect, 
described in this article. 
 
We argue that the two different strategies used for 
voicing AST in multilingual content will have an impact 
on the audience. User experience (UX) (see Albert & 
Tullis, 2013) is the approach taken to test the effect 
caused in the spectator. By conceiving the filmic 
experience as a way of entertainment  which aims at the 
engrossment of the spectator (Vorderer & Hartmann, 
2008), the experiment aims at the study of presence  and 
emotional arousal (see Lombard & Jones, 2015).  It will 
combine more traditional self-report instruments and 
psychophysiological measures (skin conductance and 
heart rate), which move to a more objective approach of 
such issue.  Within the experiment the impact of the two 
effects will be put to the test with blind and partially 
sighted and, also, compared to the impact of regular 
written subtitles on sighted audiences. 
 
3 Related Work 
 
It could be argued that the study on AST counts with 
still a modest amount of works. However, previous 
research has dealt with different aspects and 
applications of AST. Some works have centred on 
systems that allow for the automatic reading of AST for 
regular TV broadcasting, particularly in subtitling 
countries such as the Netherlands (Theunisz, 2002) or 
Denmark (Thrane, 2013). Such systems are based on 
text-to-speech (TTS) and optical character recognition 
(OCR) technologies to cater for more accessibility and 
autonomy for users with specific needs.  
 
It is important, as well, to mention previous experiences 
in genres different from television, such as opera 
(Orero, 2007). This study presented a case study in 
which audio surtitles could overcome the language 
barrier faced by people with visual impairments. 
 
In the field of cinema, AST have been studied in 
combination with AD, particularly required in 
multilingual films. Of special relevance is the 
information provided in proposals for making accessible 
text on screen in films (Matamala, 2014) and the 
analyses of commercialised multilingual films with AD 
and AST (Benecke, 2012; Braun & Orero, 2010; 
Harrouet, 2016; Remael, 2012). AST have been also 

studied in comparison to other audiovisual translation 
modes, such as voice-over and subtitling, adapted for 
AD (Jankowska, Szarkowska, & Mentel, 2015). 
 
The conclusions in the previous works highlight the lack 
of compromise in the employment of audio subtitling. 
Indeed, even if few scholars have worked on some 
guidelines (see, for instance, Remael, 2014), their 
delivery and presentation remains unclear when 
considering the contents of standards and guidelines 
(Iturregui-Gallardo, forthcoming). Although it is true 
that there is a division between the two so-called effects 
(Braun & Orero, 2010; ISO & IEC, 2016; Remael, 
2014), the definition of the strategies and their impact 
on the experience of the audience have not been 
analysed in deep yet. 
 
When it comes to incorporating psychophysiology in 
the study of the impact of audiovisual contents, some 
previous research was carried out; for example in 
videogames (O’Hagan, 2016) and film scenes (Rooney, 
Benson, & Hennessy, 2012). Of special relevance, 
though, are those focused on the effect of such stimuli 
on audiences with visual impairments. The experimental 
design of the pilot study presented in this paper is based 
on two studies presenting audiovisual contents with AD. 
Fryer (2013) focused on the way participants felt 
immersed in the audiovisual content by means of 
analysing the levels of presence (Lombard & Jones, 
2015). Ramos (2015), in turn, collected data for 
emotional arousal provoked by scenes portraying 
different emotions. 
 
4 Methodology 
 
It is important first of all to recall on the fact that this 
experiment is based on two different kinds of methods 
to study user experience: questionnaires and 
psychophysiological measurements.  
 
Three questionnaires were presented to the participants 
along the entire experiment. Before the experiment 
begins, the Toronto Alexithymia Scale (TAS-20) is 
presented. It assesses the possible alexithymia of the 
subject, which is the incapacity to identify their own 
emotions and to express them (see Taylor et al., 1988). 
After each of the audiovisual stimuli the following 
questionnaires were presented. The Self Assessment 
Mannequin (SAM) questionnaire, which evaluates 
emotion in three factors: pleasure, arousal and 
dominance. It consists of three graphic scales with 
representative icons that represent different levels of 
emotional affect (see Lang & Vaitl, 1988); and the 
Narrative Engagement Scale: it measures the subjective 
engagement perception. It contains 12 items that relate 
to the dimensions of Narrative Understanding, 



Audio subtitling: voicing strategies and their effect on film enjoyment                                   Iturregui-Gallardo 

Accessibility in Film, Television and Interactive Media - October 14th and 15th 2017, 
University of York, United Kingdom 

3 

Attentional Focus, Narrative Presence and Emotional 
Engagement. The questionnaire is answered by 
providing the options “yes” or “no”.  
 
For the psychophysiological measurements two 
different devices were used: the Captiv L-7000, both the 
software and the T-sense sensors for galvanic skin 
response (GSR) and heart rate (HR); and the Tobii eye-
tracker. Since the ultimate participants will be visually 
impaired people eye-tracking measuring was excluded. 
However, its software was used as the experimental 
procedure which presented film fragments and 
instructions for the subject.  
 
4. 1 Experimental Protocol 
 
The protocol followed in the pilot study, which is based 
on the visualisation of 3 film fragments, had a total 
duration of 30 minutes.  
 
Firstly, the participant arrives and a concise explanation 
of the experiment is provided and the participant 
responds to the TAS-20 test. Afterwards, the participant 
is invited to a brief relaxation period, induced by mood 
music, which lasts eight minutes. The relaxation period 
exists in order to unify the participants’ emotional state 
and to record their base line. After the relaxation, the 
first film fragment is projected. Then, the participant 
responds to the SAM and to the engagement 
questionnaire marked with an A and submits to a four-
minute relaxation. The protocol is repeated for 
fragments two and three, marked as B and C 
respectively. During the presentation of each video, the 
GSR, and the HR, were recorded using the Captiv 
Software V1.5. Descriptive analyses of the SAM sub-
scales means and integration analyses of the GSR and 
HR during the videos were carried out using the IBM 
SPSS v.22 for Windows. 
 
This pilot experiment was tested on five participants 
between 20 and 27 years old. The instructions of the 
experiment, as well as the questionnaires were all 
presented in Spanish.  
 
5 Experimental Results 
 
First, the analysis of the emotional assessment obtained 
through the SAM scale suggest that the emotion 
generated by each video used in the experiment protocol 
was different and consistent with that which was 
intended to induce, as reflected by the average scores in 
emotional arousal, valence and dominance, which are 
summarized in Table 1.  
 
 

 Arousal Valence Dominance 
Happiness 5.0 6,40 6.20 
Anger 6.60 2.20 4.40 
Sadness 5.80 2,4 5.0 
Table 1. SAM subscales mean for each video. 
 
Regarding the psychophysiological assessment of the 
arousal induced by the videos, as shown in Table 2 and 
Table 3, our preliminary results suggest the existence of 
different patterns of psychophysiological reactivity 
based on the emotional content of each video, given the 
differences observed in the analysis of the integration of 
the GSR and the HR, even the small sample size (n=5) 
does not allow to assess the statistical significance of 
these findings. 
 
 

 
Table 2. Integration analysis of HR during each video 
(arbitrary units). 
 

 
Table 3. Integration analysis of GSR during each video 
(arbitrary units). 
 
6 Conclusion 
 
In conclusion, despite the methodological limitations of 
our work (especially concerning the sample size), our 
results suggest that both the subjective emotional 
assessment performed by the SAM scale, as well as the 
objective physiological measures are a valid method to 
evaluate the emotional experience induced by different 
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video fragments. This justifies further research to 
improve the accessibility of films for blind and visually 
impaired people through audio subtitles, using adapted 
versions of the SAM scale, in what our team is working. 
 
The promising outcome of this pilot study has served as 
a tool to validate the experimental protocol for the 
ultimate experiment with people with visual 
impairments. It is worth reminding the novelty and the 
quasi inexistence of previous experiences where such 
measurements were applied in the media accessibility 
field. However, we encourage the incorporation of such 
methods in order to provide a different approach to the 
way users interact with such contents, idiosyncratic to 
nowadays society. 
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